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INNOVATIVE CLINICAL TRIALS
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INNOVATIVE CLINICAL TRIALS

Bayesian 

approaches

Borrowing in 

master 

protocols / 

basket trials

Utilizing 

external data

Adaptive 

designs
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Pairwise meta-analysis

comparing two treatments

Meta-regression

including study-level covariates

Network meta-analysis

comparing multiple treatments indirectly

RCT with historical controls

integrating control group data from previous trials

Generalized (or cross design) synthesis

combining data from different types of studies

EVIDENCE SYNTHESIS
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Example: Normal-normal hierarchical model (NNHM) for 

random-effects meta-analysis

HIERARCHICAL MODELS

Meta-analysis

Studies

(RCT, registry, …)

Patients

𝑦𝑖 𝜃𝑖 ∼ 𝑁 𝜃𝑖 , 𝜎𝑖
2 , 𝜃𝑖 𝜇, 𝜏 ∼ 𝑁(𝜇, 𝜏2)
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STANDARD METHOD FAILS

IntHout et al, 2014; Röver et al, 2015

Standard method for random-effects meta-analysis

(DerSimonian-Laird) with (very) few studies

Underestimates between-study heterogeneity

Fails to account for uncertainty in estimation of heterogeneity
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Idea: Weakly informative prior on between-trial heterogeneity 𝜏
for meta-analysis with few studies (Spiegelhalter et al, 2004), 

with uninformative prior on treatment effect 𝜇

Avoids zero estimates of between-trial heterogeneity

Accounts for uncertainty in the estimation of the heterogeneity

Easy to compute

Application of DIRECT algorithm (Röver & Friede, 2017) 

(which is faster than MCMC sampling and does not require 

inspection of convergence diagnostics)

R package bayesmeta by Christian Röver (available from 

CRAN)

BAYESIAN META-ANALYSIS
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Theoretical arguments, simulations, empirical data 

“WHERE DOES THE PRIOR COME FROM?”
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PRIORS COVERING SMALL TO LARGE

HETEROGENEITY ON LOG-ODDS RATIO SCALE

Friede et al. (2017) RSM
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AN EXAMPLE IN HEART FAILURE
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AN EXAMPLE IN HEART FAILURE

Anker et al (2023) EJHF
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AN EXAMPLE IN HEART FAILURE

Implementation in R with bayesmeta
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AN EXAMPLE IN HEART FAILURE

For comparison, a standard (frequentist) meta-analysis of 

the same for studies as in Anker et al (2023) EJHF …
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AN EXAMPLE IN HEART FAILURE

For comparison, a standard (frequentist) meta-analysis of 

the same for studies as in Anker et al (2023) EJHF …

Standard (frequentist) analysis estimates tau to be zero, i.e. no 

between-study heterogeneity.

In my view very unlikely to be true …
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AN EXAMPLE IN HEART FAILURE

For comparison, a standard (frequentist) meta-analysis of 

the same for studies as in Anker et al (2023) EJHF …

No between-trial heterogeneity results in (a) common-effect 

estimate and (b) shorter confidence interval (likely too short) 
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EXAMPLE:  DOXYCYCLINE IN EARLY 

CREUTZFELDT-JAKOB DISEASE (CJD)

http://dx.doi.org/10.1136/jnnp-2016-313541 (open access)

http://dx.doi.org/10.1136/jnnp-2016-313541
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EXAMPLE:  DOXYCYCLINE IN EARLY 

CREUTZFELDT-JAKOB DISEASE (CJD)

Creutzfeldt-Jakob disease 

prevalence of 1–9 cases per 1,000,000 people

qualifies as rare disease (EU: less than 5 in 10,000)

Varges et al (2017) conducted:

double-blinded randomized phase II trial (n=12) 

observational study (n=88) (Cox regression stratified by 
terciles of the propensity scores)

survival time as primary outcome
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EXAMPLE IN CJD: BAYESIAN RANDOM-EFFECTS 

META-ANALYSIS

Computed with bayesmeta; HN(0.5) prior for 𝜏
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QUANTITIES OF INTEREST

Different quantities of interest in hierarchical models

average effect (µ) across studies 

standard (pairwise) meta-analysis

effect (θk+1) of a future study

prediction / extrapolation: e.g. adult to children; bridging

effect (θi) of an individual study in the light of the other studies 

(shrinkage estimator)

e.g. small RCT with borrowing from registry; borrowing 

between subgroups in a basket trial; bridging study
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EXAMPLE IN CJD: SHRINKAGE ESTIMATOR

RCT shrinkage interval width: 66% of original CI width 

Translates into 129% gain in sample size (about 27 instead of 12 

patients)

Röver & Friede (2020) SMMR
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SHRINKAGE ESTIMATION IN R

Appendix in Röver & Friede (2020) SRSM
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DYNAMIC BORROWING

Röver & Friede (2020) SMMR
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BOUNDS FOR THE WEIGHTS

Röver & Friede (2021) Biom J

Lower bound on the target’s 

weight for any data 

realization (𝑦1, 𝑦2) or any 

heterogeneity prior given by 

common-effect (CE) weight 
Τ𝜎2

−2 (𝜎1
−2 + 𝜎2

−2)

In this example, 𝜎1 = 0.8 and 

𝜎2 = 0.2 resulting in CE 

weight 1/17 (5.9%)

Minimum where 𝑦1= 𝑦2

Min. weight 29% for HN(0.5)

Larger weight for larger scale 

of heterogeneity prior
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BOUNDS FOR THE WEIGHTS: CJD EXAMPLE

Lower bound on the RCT’s weight for any data realization (𝑦1, 

𝑦2) or any heterogeneity prior: Τ𝜎2
−2 (𝜎1

−2 + 𝜎2
−2)=13.5%

Röver & Friede (2021) Biom J
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BAYESIAN BORROWING AND 

TYPE I ERROR RATE CONTROL

Type I error rate control (a frequentist property) cannot be 

guaranteed with Bayesian borrowing (Kopp-Schneider et al, 2019)

Computer simulations used to explore impact of Bayesian 

borrowing on (frequentist) type I error rate

Röver & Friede (2020) SMMR



27

EXAMPLE: EARLY PRO-TECT
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EXAMPLE: EARLY PRO-TECT TRIAL

Randomised 

controlled trial in 

children with Alport‘s

syndrome (rare

genetic disorder leading 

to end-stage kidney 

disease)

Observational data

Open-label 

treatment arm

Natural disease

cohort (registry)

Figure 1 in Gross et al (2020) Kidney International
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EXAMPLE: EARLY PRO-TECT TRIAL

Figure 2 in Gross et al (2020) Kidney International

Increased precision in estimating the treatment effect: 

Interval shortened by 42%; equivalent to raising the sample

size of the RCT from 20 to 43; i.e. 70 patients in RWE count

as 23 RCT patients
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Schmoor et al (1996) Stat Med

COMPREHENSIVE COHORT STUDIES
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COMPREHENSIVE COHORT DESIGN

Eligible 

patients

Consent to 

randomization?

RCT

Treatment A

Treatment B

Registry

Treatment A

Treatment B

Adapted from Figure 1 in Schmoor et al (1996)
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ORIGINS OF THE CCS DESIGN

Some references from Schmoor et al (1996) 
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Randomized controlled trial

Internal validity through randomisation

Assessment of external validity in comprehensive cohort 

studies (Schmoor et al, 1996)

Comparisons of RCT and registry with regard to 

baseline characteristics

follow-up / outcome

treatment effects

INTERNAL AND EXTERNAL VALIDITY
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Randomized controlled trial

Internal validity through randomisation

Assessment of external validity in comprehensive cohort 

studies 

Comparisons of RCT and registry with regard to baseline 

characteristics and follow-up (Schmoor et al, 1996)

Data integration

Meta-analytic framework to integrate data from RCT and 

registry (using appropriate causal inference approach) 

accounting for heterogeneity (Röver and Friede, 2020)

EXTENSION OF CCS APPROACH
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EXAMPLE: VAD-DZHK3
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Data requirements: characterization of patients, granularity of 

follow-up

Do causal inference methods (e.g. propensity score based 

approach, g-computation) work with small sample sizes?

CAUSAL INFERENCE IN SMALL OBSERVATIONAL 

STUDIES
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Based on (limited) simulations with binary outcome, binary 

treatment and covariates (Friedrich & Friede, 2020)

1. Unmeasured confounder rendered the methods useless. 

Therefore, careful clinical characterization of patients important

2. Effect measure: risk difference preferred over odds ratio

3. For small sample sizes, the best performance observed for 

covariate adjustment, PS covariate and doubly robust g-

computation (based on quintiles)

4. IPTW performed well regarding bias and RMSE, but coverage 

of confidence intervals very low (and therefore not 

recommended)

5. Conduct simulations to explore properties of the methods in 

scenarios similar to the one at hand (R code available)

RECOMMENDATIONS FOR THE ANALYSIS OF 

SMALL NON-RANDOMIZED STUDIES



38

CONCLUSIONS AND DISCUSSION

Hierarchical models

flexible statistical framework for evidence synthesis 

Bayesian inference: advantages over traditional methods in the 

presence of heterogeneity and only (very) few studies

easy to apply using R package bayesmeta

Cross-design synthesis of available evidence

Promising in rare diseases

more practical (and regulatory) experience needed

Bounds for weights: concerns of evidence being easily 

overwhelmed by external data are largely unwarranted

Alternative approaches including power prior model
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ANY QUESTIONS?

E-Mail: tim.friede@med.uni-goettingen.de

Homepage: https://medstat.umg.eu/

Twitter: @tim_friede

mailto:tim.friede@med.uni-goettingen.de
https://medstat.umg.eu/
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